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ABSTRAK 

 

In this paper, we propose a novel technique for unsupervised change detection dataset derived from a process 

pasteurization using aluminium plate left and right with frequencies 1kHz, 2kHz, 100Hz, 250Hz images using 

principal component analysis (PCA) and k-means clustering. The distinct image is partitioned into h × h non-

overlapping blocks. orthonormal eigenvectors are extracted through PCA of ℎ ×  ℎ non-overlapping block set to 

create an eigenvector space. Each pixel within the distinct image is characterized by a feature vector of a certain 

dimensionality. This feature vector is obtained projection the ℎ ×  ℎ distinct image data onto the eigenvector 

space that has been generated. Change detection is accomplished by dividing the feature vector space into two 

clusters through the application of k-means clustering with k=2. Each pixel is then assigned to one of these two 

clusters based on the minimum Euclidean distance between the pixel's feature vector and the mean feature vector 

of the clusters. Empirical results validate the effectiveness of the proposed approach. 
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1. INTRODUCTION 

Change detection techniques can be divided 

into two main categories: supervised and 

unsupervised, depending on how data processing is 

performed. The supervised method involves using a 

supervised classification approach, which relies on 

having a ground truth to create an appropriate 

training set for classifiers. On the other hand, 

unsupervised method for change detection involves 

directly comparing two multi-temporal images 

without incorporating any additional data. 

Change detection methods primarily rely on 

the automated analysis of change data derived from 

multi-temporal images. These data are produced 

using one of the following techniques: Image 

differencing, Normalized difference vegetation 

index, Change vector analysis, Principal Component 

Analysis (PCA), and Image rationing [1]. 

In the literature, numerous unsupervised change 

detection methods have been proposed within these 

categories, utilizing intricate data modeling and 

parameter estimation techniques. [2], [3]. The 

majority of unsupervised change detection methods 

rely on the image differencing technique. These 

algorithms achieve change detection by subtracting 

the pixel values of two images acquired at different 

time instances, resulting in a new image called the 

distinct image. The distinct image consists of pixels 

that represent cover area or changes area, displaying 

values notably distinct from those found in unaltered 

regions. Changes are subsequently identified 

through an analysis of this distinct image. 

Two automated methods rooted in Bayesian theory 

are suggested for analyzing the distinct image [4]: 

Expectation - Maximization (EM) - based 

thresholding: This technique allows for an automatic 

selection of the decision threshold, aiming to 

maximize the overall change detection accuracy. It 

assumes spatial independence of pixels in the 

distinct image. Markov Random Fields (MRF)-

based thresholding: This approach considers spatial 

contextual information from the neighborhood of 

each pixel in the distinct image. By exploiting the 

context of interpixel class dependence within 

Markov random fields, it enhances change detection 

performance. However, it's crucial to acknowledge 

that the MRF-based thresholding algorithm requires 

significant computational resources, rendering it 

unsuitable for near real-time change detection 

applications. Moreover, several other change 

detection techniques adopt a similar framework for 

synthetic aperture radar (SAR) images, achieving 

commendable outcomes through the utilization of 

intricate data modeling and parameter estimation 

methods. Nevertheless, these approaches encounter 

the challenge of speckle noise inference when 

applied to the raw data domain. 

An essential concept ohmic heating is Ohm’s 

Law, where voltage and flow are directed directly to 

a conductor, which is described as resistance [5]. 

Furthermore, ohmic heating depends on volumetric 
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heating, needs high performance, and converts 

electrical power into heat energy [6]. The 

application of ohmic heating to food products has 

widely replaced the pasteurization process. In ohmic 

heating, there is a connection between two 

conductors, solid-state and liquid-state, which are 

connected to an alternating current source due to the 

joule effect [7]. 

The implementation of computer vision, which 

is based on the evaluation of agriculture and food 

goods, obviously encountered many challenges, 

necessitating the need for such a precise, quick, and 

impartial method to assess the caliber of the 

evaluated material [8]. Furthermore, the method 

creates automated equipment for the food and 

agricultural sectors. Computer vision development 

is based on the inspection of food quality and 

agricultural products, which unfortunately faced 

several obstacles that later required such an efficient, 

accurate, fast, and objective technique in 

determining the quality of the measured material. In 

this study, the honey image dataset derived from a 

process pasteurization using aluminium plate left 

and right with frequencies 1kHz, 2kHz, 100Hz, 

250Hz. 

This letter introduces a computationally 

straightforward yet remarkably efficient automatic 

change detection approach. The suggested method 

entails the examination of the distinct image 

obtained from two aluminium plate images taken 

over the identical area but at two distinct time points. 

In this approach, the distinct image is divided into 

non-overlapping blocks. Each of these blocks is used 

to extract eigenvectors using Principal Component 

Analysis (PCA) [9]. Feature vector is derived for 

each pixel in the distinct image. This is achieved by 

projecting the data from its ℎ × ℎ neighborhood onto 

the eigenvector space obtained through the PCA 

process. In the final step of the change detection 

process, the feature vector space is partitioned into 

two clusters using the k-means algorithm, and each 

cluster is characterized by a mean feature vector. To 

detect changes, each pixel in the distinct image is 

assigned to one of the clusters based on the 

minimum Euclidean distance between its feature 

vector and the mean feature vectors of the clusters. 

Every pixel in the distinct image is classified as 

either belonging to the "change" cluster or the 

"unchanged" cluster, thus achieving the change 

detection outcome. 

This letter is organized into three sections. 

Section II provides an in-depth explanation of the 

proposed change detection with unsupervised 

method. Section III show cases the experimental 

outcomes of the proposed approach, encompassing 

noisy images. Lastly, Section IV serves as the 

conclusion, summarizing the study's findings and 

contributions. 

 

 
Figure 1. Aluminium Plate Process the Ohmic 

Heating of Honey 

 
2. CHANGE DETECTION METHOD 

Let's contemplate two intensity images, 

denoted as 𝑋1 and 𝑋2, both captured over the 

identical area but at distinct time instances: 𝑡1 and 

𝑡2, respectively. Our goal is to produce a change 

detection map, commonly referred to as a change 

map, which visually portrays alterations that have 

transpired on the surface between the moments of 

capturing the two images, 𝑋1 and 𝑋2. The task of 

change detection can be conceptualized as a binary 

classification challenge. Let changed (denoted by 

𝑤𝑐) and unchanged (denoted by 𝑤𝑢) pixels on the 

images 𝑋1 and 𝑋2 be the set of classes. Let 𝑤𝑐 and 

𝑤𝑢 represent the classes corresponding to changed 

(𝑤𝑐) and unchanged (𝑤𝑢) pixels within the images 

𝑋1 and 𝑋2.  

 
Figure 2. General Framework Change Map 

Detection Approach 

 

The proposed approach encompasses six main 

steps, as depicted in Figure 1: 

1. Creation of the distinct image. 

2. Creation non-overlapping blocks with 

dimensions ℎ ×  ℎ from the distinct image. 

3. Formation of an eigenvector by applying PCA 

to the non-overlapping image blocks of size 

ℎ ×  ℎ. 

4. Formation of a feature vector space across the 

entire distinct image is achieved by projecting 

overlapping blocks with dimensions ℎ ×  ℎ 

around each pixel onto the eigenvector space. 
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5. Feature vector space two clusters, connected to 

𝑤𝑐 and 𝑤𝑢, utilizing the k-means algorithm 

with 𝑘 =  2. 

6. Change map by linking each pixel in the 

distinct image with one of the clusters, 

determined by the minimum Euclidean 

distance between its feature vector and the 

mean feature vector of the clusters. 

The initial phase of the suggested algorithm 

involves the creation of the distinct image. Let 𝑋𝑑 

denote this distinct image, which can be defined in 

varying ways depending on the nature of the input 

image. In the case of optical images, 𝑋𝑑 can be 

defined as the absolute difference between the 

intensity values of the two images. 

 

𝑋𝑑 = |𝑋2 − 𝑋1|  (1) 

The second phase of the proposed method 

involves dividing 𝑋𝑑 into non-overlapping blocks 

with dimensions ℎ ×  ℎ. We denote the ℎ ×  ℎ 

difference-image block at coordinates (𝑦, 𝑥) 

(centered at (𝑦, 𝑥)  when ℎ is odd) as 𝑋𝑑 (𝑦, 𝑥). 
Here, the operator is a mathematical ceiling function 

that rounds a number up to the nearest integer. By 

applying lexicographical ordering to 𝑋𝑑 (𝑦, 𝑥), we 

can derive a vector representation. 

 

𝑋𝑑(𝑥, 𝑦) = [𝑋𝑑 (𝑦 − ⌈
ℎ

2
⌉ + 1, 𝑥 − ⌈

ℎ

2
⌉ + 1) 𝑋𝑑 (𝑦 +

ℎ − ⌈
ℎ

2
⌉ , 𝑥 − ⌈

ℎ

2
⌉ + 1)]        (2) 

 

The set of vectors 𝑥𝑑(𝑦, 𝑥) is employed to 

construct an eigenvector space through Principal 

Component Analysis (PCA) [9]. For ease of 

mathematical notation, we utilize 𝑥𝑑
𝑝
 to represent the 

vector 𝑥𝑑(𝑦, 𝑥), where the operator signifies the 

mathematical function that a number to the nearest. 

The vector of set is defined by 

 

𝜓 =
1

𝑀
∑𝑀

𝑃=1 𝑥𝑑
𝑝
  (3) 

 

Each vector varies from the average vector due 

to the vector 𝛿. Utilizing Principal Component 

Analysis (PCA), a collection of 𝑁 orthonormal 

vectors 𝑒𝑠 and their corresponding scalars 𝜆𝑠 is 

sought to effectively capture the data distribution. 

This process is employed on the set of difference 

vectors denoted as 𝛿𝑝. The vectors 𝑒𝑠 and their 

corresponding scalars 𝜆𝑠 correspond to the 

eigenvectors and eigenvalues of the covariance 

matrix [10], respectively. 

 

𝐶 =
1

𝑀
∑𝑀

𝑃=1 𝛿𝑝𝛿𝑝
𝑇 (4) 

 

Corresponding to the transpose of the vector 

𝛿𝑝
𝑇, the matrix 𝐶 has dimensions of ℎ2 × ℎ2, 

contributing to the determination of ℎ2 eigenvectors 

and their corresponding eigenvalues. Let's suppose 

that the eigenvectors generated from matrix 𝐶 are 

arranged in a descending order based on their 

eigenvalues. 

 

𝑉(𝑖, 𝑗)  = [𝑣1, 𝑣2 ⋯ 𝑣𝑛]𝑇 (5) 

 

The feature vector constructed by projecting 

𝑥𝑑(𝑖, 𝑗) onto the eigenvector each pixel located 

coordinates (𝑖, 𝑗). The parameter S defines the 

dimension of the feature vector 𝑉(𝑖, 𝑗) at spatial 

coordinates (𝑖, 𝑗). It corresponds to the number of 

eigenvectors utilized in the projection of 𝑥𝑑(𝑖, 𝑗) 

onto the eigenvector space. 

The next step in the proposed method involves 

the formation of two clusters via the application of 

the k-means clustering algorithm 𝑘 = 2 within the 

feature vector space. In this case, the value of k is set 

to 2. Let 𝑉𝑤𝑢
 and 𝑉𝑤𝑐

 represent the cluster mean 

feature vectors corresponding to classes 𝑤𝑢 and 𝑤𝑐, 

respectively. To assign labels to the clusters 

generated by the k-means clustering algorithm, the 

labeled pixels obtained from this method are utilized 

calculate two average values across the entirety of 

the distinct image. Given the expectation that 

regions displaying changes between the two images 

tend to have higher distinct image pixel values in 

those areas compared to regions without changes, a 

deduction can be made. This assumption guides the 

assignment of labels to the clusters: the cluster with 

pixels possessing a reduce the average value in the 

distinct image is designated as the 𝑤𝑢, while the 

other clustering is assigned as the 𝑤𝑐 class. 

A binary change map (CM) is generated using 

𝑉𝑤𝑢
 and 𝑉𝑤𝑐

. In this map, a value of "1" signifies the 

corresponding pixel position indicates a change to 

the 𝑤𝑐 class, while a value of "0" indicates no change 

and pertains to the 𝑤𝑢 class. 

 

𝐶𝑀(𝑖, 𝑗) = {1, 0, ‖𝑉(𝑖, 𝑗) − 𝑉𝑤𝑐
‖2

2 ≤  ‖𝑉(𝑖, 𝑗) −

𝑉𝑤𝑢
‖2

2 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (6) 

 

Where ‖‖2
2 is Euclidean distance. 

 

3. EXPERIMENTAL RESULTS 

 
Figure 3. Qualitative Results: Change detection 

results for various methods applied to optical 
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images captured from the Left Plate Aluminium. 

(a) Input image X1. (b) Input image X2. (c) EM-

based thresholding [4]. (d) MRF-based 

thresholding with β = 1.6 [4]. (e) Proposed 

approach. 

 

 
Figure 4. Qualitative Results: Change detection 

results for various methods applied to optical 

images captured from the Right Plate Aluminium. 

(a) Input image X1. (b) Input image X2. (c) EM-

based thresholding [4]. (d) MRF-based 

thresholding with β = 1.6 [4]. (e) Proposed 

approach. 

 

To evaluate the performance of the proposed 

method, we utilized a primary dataset containing 

both left and right aluminium plate images. This 

dataset encompasses a range of optical images, as 

illustrated in Figure 3 and Figure 4. We conducted 

validation qualitative and quantitative comparisons 

with the methods outlined [4]. The method detailed 

in [4] were Applied identical parameter settings as 

those presented in this letter. Two techniques 

proposed in [4] for analyzing the distinct image and 

generating change map were considered: EM-based 

thresholding MRF-based thresholding The first 

approach is parameter-free, while the second 

approach depends on a parameter 𝛽 that regulates 

the impact of spatial contextual information on the 

change detection process. For this study, we opted to 

use 𝛽 =  1.6 as specified in [11]–[13]. 

During the experiments, the values chosen 

were ℎ =  4 and 𝑆 =  3. Within each ℎ ×  ℎ block 

of the distinct image, three different types of data 

from the distinct image could be present: 1) No-

change data; 2) Change data; 3) Mixture of change 

and no-change data. The first two scenarios arise 

when the ℎ ×  ℎ block is fully situated within either 

the changed or unchanged regions of the distinct 

image. The third scenario occurs when the ℎ ×  ℎ 

block is positioned along the boundaries between 

areas of change and areas without change in the 

distinct image [14]–[16]. Thus, each of these data 

types can be represented using an eigenvector, 

indicating that 𝑆 =  3. It's important to note that we 

conducted a comprehensive set of experiments 

where 3 <  𝑆 ≤  ℎ2, and these experiments 

revealed that there was no significant alteration in 

the change detection performance in comparison to 

the case of 𝑆 =  3. 

As depicted in Figures 3 and 4 (c)–(e), it's 

evident that the resulting change maps accurately 

represent the alterations within the identical surface 

area of the aluminium plate. Qualitative results 

shown in Figure 3, Figure 4 that EM-based 

thresholding in Figure 3, Figure 4 (c) the highest rate 

of false detections. The false detections reduced 

through of MRF-based contextual details in Figure 

3, Figure 4 (d). Increased values of β lead to reduced 

false detections, but at the cost of higher missed 

detections. The outcome of the suggested method is 

displayed in Figure. 3(e) left plate aluminium, 

Figure. 4(e) right plate aluminium and provides 

better qualitative results with respect to the other 

approaches. 

In the process of acquiring images, it's 

common to encounter various forms of noise [17], 

[18]. Hence, it's intriguing to assess how well the 

proposed automatic change detection method can 

handle different types of noise interference. Various 

levels and types of noise are intentionally introduced 

into the input image. This is depicted in Figure 3 and 

Figure 4(a), offering insights into the method's 

effectiveness in addressing diverse noise challenges. 

 

3.1. QUANTITATIVE QUALITY 

MEASUREMENTS 

In this research, we used quality performance 

in the experiment, i.e., the root mean square error 

(RMSE) [19], [20]. The root-mean-squared error 

(RMSE) are standard metrics used in model 

evaluation. For a sample of 𝑛 observations 𝑦 = (𝑦𝑖 ,
𝑖 = 1,2, … , 𝑛) and 𝑛 corresponding model 

predictions. In experiment, it is typically necessary 

to obtain a single comprehensive quality assessment 

for the entire image. We use a mean RMSE Mean 

Root Mean Squared Error (MRMSE) to validation 

the image quality from single image: 

 

𝑀𝑅𝑀𝑆𝐸(𝑋, 𝑌) =
1

𝑛
∑𝑛

𝑖=1 ‖𝑥𝑖 − 𝑦𝑖‖2
2         (7) 

 

Here, 𝑋 represents the reference image, while 

𝑌 corresponds to the distorted image. Additionally, 

𝑥𝑖 and 𝑦𝑖 denote the image contents within the 𝑖 −
𝑡ℎ local window, and, 𝑛 for the total count of local 

windows image. Depending on the specific 

application, it is feasible to calculate a weighted 

average of various samples in the RMSE index 

change map. Another illustration involves the 

observation that diverse image textures tend to 

capture human attention to varying extents. A 

smoothly transitioning foveated weighting model 

could be utilized to establish these weights. 

However, in this paper, we adopt a uniform 

weighting approach. We also provide a MATLAB 

implementation of the RMSE index algorithm. 
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4. BEST-CASE/WORST-CASE 

VALIDATION RESULTS 

Several image quality assessment algorithms 

have demonstrated consistent behavior when 

applied to distorted images generated from a single 

original image, employing the same type of 

distortions. However, the efficiency of these models 

noticeably declines when utilized on a collection of 

images stemming from diverse reference images 

and/or encompassing a range of distinct types of 

distortions. We also have developed a more efficient 

methodology for examining the relationship 

between our objective measure and perceived 

quality. Starting from a distorted image, we 

ascend/descend the gradient of MRMSE while 

constraining the RMSE to remain equal to that of the 

initial distorted image. To experiment the 

effectiveness we report some visual results of the 

Figure 3, and 4, According to the results tabulated in 

Table 1 Quantitative Performance of image quality 

assessment models. CC: correlation coefficient 

MRMS: mean root mean squared error. In this 

experiment we using devide three parameter for 

better result validation. The best result quantitative 

validation in block size H=6 and the worst 

walidation in block size H=2, in this case we using 

primary dataset for process pasteurization using 

aluminium plate left and right with frequencies 

1kHz, 2kHz, 100Hz, 250Hz images. 

 

Table 1. Quantitative Performance of image quality 

assessment models. Correlation Coefficient (CC); 

Mean Root Mean Squared Error  MRMS 

Dataset 

MRMSE 

Block 

Size H=2 

Block 

Size H=4 

Block 

Size H=6 

Plate Left 

1kHz 
0.1033 0.0069 0.0072 

Plate Left 

2kHz 
0.1004 0.0087 0.0068 

Plate Left 

100Hz 
0.0964 0.1430 0.1425 

Plate Left 

250Hz 
0.0968 0.0996 0.1017 

Plate Right 

1kHz 
0.0995 0.1042 0.0068 

Plate Right 

2kHz 
0.1427 0.1425 0.1027 

Plate Right 

100Hz 
0.1427 0.1410 0.1051 

Plate Right 

250Hz 
0.0981 0.1440 0.0966 

 

5. CONCLUSION 

This article presents an unsupervised change 

detection method that utilizes k-means clustering on 

feature vectors. The feature vectors are obtained by 

projecting local data of size ℎ ×  ℎ onto the 

eigenvector space, which is constructed through 

Principal Component Analysis (PCA) on non-

overlapping image blocks of size ℎ ×  ℎ. The 

proposed technique extracts the feature vector for 

each pixel by considering a neighborhood of size 

ℎ ×  ℎ. This approach inherently incorporates 

contextual information. The proposed algorithm 

strikes a balance between computational simplicity 

and effective identification of significant changes, 

rendering it well-suited for real-time applications. 

The results requires computationally expensive data 

modeling and parameter estimation. Simulation 

results show that the proposed algorithm performs 

quite well on combating both the zero-mean 

Gaussian noise and the speckle noise, which is quite 

attractive for change detection in optical and 

primary dataset in aluminium plate survace images 

area. 
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